e What is return ? The (discounted) sum of the rewards obtained
along a trajectory.

e Why return is important ?
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e Question : From the start point s; , which policy is the "best" ?

Which is the "worst" ?
Intuition : the first is the best and the second is the worst
because of the forbidden area

1

e Question: can we use mathematics to describe such an intuition?
Answer: Return could be used to evaluate policies. See the
following.

Based on policy 1 (left figure) , starting from s; , the discounted

return is

returng =0+ 91+ 14 =y (L4 y+974) = 37—

Based on policy 2 (middle figure) , starting from s; , the

discounted return is

returny = —1+491+%1+...= -1 +y (1 +y+~v*+...) -1+ T

1—v
Policy 3 is stochastic . Based on policy 3 (right figure) , starting

from s; , the discounted return is

returns = 0.5 (—1 + L) + 0.5 <L> = —0.5+ v
1—7 1—7



In summary, starting from s,

return, > returnsg > returns

The above inequality suggests that the first policy is the best and

the second policy is the worst, which is exactly the same as our
intuition.
Calculating return is important to evaluate a policy.

While return is important , how to calculate it?

Method 1: by definition
Let v; denote the return obtained starting from s;(i =1,2,3,4)

v =711+ yrs + s+
Vy =Ty + Y3 + YIrg+. ..
v3 = T3+ yra + Y31+ ..
vy = T4+ yrs + Yot ..

Method 2:
v1 =71+ + Y3t =711+ 2
vy =79 + T3 + Y rat. .. =79 + Y03

v3 =73+ Yy + Y21+ .. = T3+ YUy
Vg =Ty + Y7 +727‘2+...: T4 + YU

e The returns rely on each other . Bootstrapping!

How to solve these equations ? Write in the following matrix-vector
form:



V1 r1 YU2 r1 0100 V1

va | _ |72 N Y| _ |7 oy 0010 Vo
V3 r3 Y4 T3 0001 V3
Uy Ty Y1 Ty 1000 Uy

—— —— —_———A
v r P v

which can be rewritten as:
v=r+Pv

This is the Bellman equation (for this specific deterministic

problem) !!

e Though simple, it demonstrates the core idea: the value of one
state relies on the values of other states.

e A matrix-vector form is more clear to see how to solve the state
values.

Consider the following single-step process:
f )!'I' ]
St — Rei1, 5141

e t,t+ 1: discrete time instance

e S;: state at time ¢

e A;: the action taken at state S:

e R,.1: the reward obtained after taking A, (XBBEmR BT, #HFLAR
18R=)

e S;;1: the state transited to after taking A,

Note that S;, A:;, R:»1 are all random variables ((XEKRERCKHEAE)

This step is governed by the following probability distributions:

e S;— A; is governed by 7(4; =a | S; = s)

e Sy, Ay — R,y is governed by p(R; 1 =7|S; =s,4; =a)

e Sy, Ay — S;;1 is governed by p(S; 1 =5"|S;=s,4; =a)

At this moment, we assume we know the model (i.e., the
probability distributions)!



Consider the following multi-step trajectory:

Ay ~ Aty ~ At42
St — Ryi1,Si01 — Ryyo,Sppo — Riys, ...

The discounted return 1is

Gt = Rey1 +yRi2 + 72Rt+3 + -
e v€[0,1) is a discount rate

e (G; 1s also a random variable since R;,{,R; 5,... are random

variables.

The expectation (or called expected value or mean) of G: is defined

as the or simply state value:
Ur (S) = E[Gt|5t = 8]

Remarks:

e It is a function of s. It is a conditional expectation with the

condition that the state starts from s.

e It is based on the policy w. For a different policy , the state

value may be different.

e It represents the "value" of a state. If the state value is
greater , then the policy is better because greater cumulative
rewards can be obtained.

Q : What is the relationship between return and state value?

A : The state value is the mean of all possible returns that can
be obtained starting from a state . If everything -
m(als),p(r|s,a),p(s’|s,a) - is deterministic , then state value is the



same as return.

Example:
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Recall the returns obtained from s, for the three examples:

T»—’r.—.(Sl):0+?'1+721+"':'}’(1+’?’+?’2+--'):1jm
2 2 g
Urp(81) = =14+l 41+ ==14+~v1 +~v+7 +...):—1+1
_—'W!f
rg(51) = 0.5 ( =14+ —— ] +05 ( —— ) = —0.5 + —
- 1y I 1L —7

In a word , the Bellman equation describes the relationship among
the values of all states.

Consider a random trajectory:

Ay Argq Aigo
St — Ryy1, 5141 — Riyo,Seo —— Rigs,.

The return G; can be written as

Gy =Ripn +YRea + 7 Reps+ - = Ry + 7 (Rea + YRes + ) = Rypa + G

Then , it follows from the definition of the state value that

vr (8) = E[Gt|St = 5] = E[Rty1 +YGt41|St = 8| = E [Rt41|St = 8| + YE [Gt+41|St = s

Next , calculate the two terms , respectively.

First , calculate the first term E[R;.4|S; = s| :



E[Rin|Si=s]=) w(als)E[Ri1|S:=s,Ar=a] =) w(als)) p(r|s,a)r

a a

Note that

e This is the mean of immediate rewards

Second , calculate the second term E[G;|S; = s|:

E[Gi1]Si=s] = ZE [Gt+1|5t = 8,511 = SI}P (3/|5) = ZE [Gt+1|5t+1 = SI}P (3/|3) =
s! s/

Note that

e This is the mean of future rewards

. ZE [Gi1|S: = 5,81 = 8] = ZE [Ge11]Se1 = 6]

due to the memoryless Markov property.

Therefore , we have

Ur(8) = E[Rf+l|8f = S] + ’TE[G:‘+1|S?‘ = 8]:

= Z m(als) X:p(r\sT a)r+-y Z m(als) Z-p(s’
a r a s!

R '
mean of immediate rewards mean of future rewards

— Z m(als) Z-p(.-,- s, a)r + 7 Zp(h_,

Highlights:

s,a)vx(s'),

-

s,a)ve(s")|, VseS.

e The above equation is called the Bellman equation , which
characterizes the relationship among the state-value functions of
different states.

e It consists of two terms : the immediate reward term and the
future reward term.

e A set of equations : every state has an equation like this!



Highlights: symbols in this equation

e v.(s) and v,(s’) are state values to be calculated. Bootstrapping

o m(als) is a given policy. Solving the equation is called policy

evaluation.

o p(rls,a) and p(s'|s,a) represent the dynamic model. What if the model

is known or unknown?
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Write out the Bellman equation according to the general expression:

v (8) = z Zpr|sar—|—72p 'Is,a) v (s')

a

The example is simple because the policy is deterministic.
First , consider the state value of s;:

e m(a=as3|s1) =1 and w(a # a3|s1) =0

o p(s' =s3ls1,a3) =1 and p (s’ # s3|s1,a3) =0

° p(’r’:O‘Sl,ag) :1 and p(fr%O’Sl?a’:&):O

Substituting them into the Bellman equation gives

vr (s1) = 0 + yur (s3)

Similarly , it can be obtained that

vr (51) = 0+ 70, (s3)
vy (82) = 1 4 yur (s4)
Ur (83) = 1+ yur (54)
Uy (84) = 1 4 yur (s4)



How to solve them?

vy (84) = ﬁ
Urn (83) - ﬁ
vy (82) = ﬁ
vr(s1) = ﬁ
if v=0.9 , then
vr (54) = 1555 = 10
vr (83) = =55 = 10
vr (52) = 155 = 10
vr (81) = 1205 = 9

(state value KFRFXMASMEEHKNIEE)

What to do after we have calculated state values?
(calculating action value and improve policy)

[Exercise] :
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e write out the Bellman equations for each state

e solve the state values from the Bellman equations



e compare with the policy in the last example
Answer:

vr(81) = 0.5[0 + yvx(s3)] + 0.5]—1 + yvr (s2)],
vr(s2) = 1+ yux(sa),
vr(s3) =1+ yux(s4),
vr(84) = 1+ Yo (s4).
Solve the above equations one by one from the last to the first.

1 1 1
Ur(83) = ——, wvn(s2) =

1—~' 11—~ B 11—~
vr(s1) = 0.5[0 +H¢T(.5; )] + 0.5[—1 + yvx(s2)],

vz (84) =

-~

=05+ —.
1 —~

Substituting v = 0.9 yields

vr(s4) =10, wgx(s3) =10, vx(s2) =10, wvx(s1)= —0.54+9 =8.5.

Compare with the previous policy. This one is worse.

e How to solve the Bellman equation ?
One unknown relies on another unknown.

v (8) = Z Zp sar—{—'yZp 'Is,a) v (s')

a

e The above is valid for every state s< S. That

means there are | S| equations like this!

e If we put all the equations together, we have a set of linear
equations, which can be concisely written in a



e The matrix-vector form is very elegant and important.

Recall that:

v (8)




Su."sn

Suppose the states could be indexed as s; (i = 1,...,n).

vels) = ro(50) + 7 3 pa(sslsps(51) \/

Put all these equations for all the states together and rewrite to a

For state s;, the Bellman equation is

matrix-vector form

Vﬂ{g‘)

Vp = Iz +YPrug

where \/ﬂ =) .
gy = [Uﬁ (51)3 ceas U (5”” = R”é \/;T( gﬂ)
o rr=[ra(s1),...,rx(sn)]T €R" <

) @E R™ ™, where [Pr]ij =(px(s;]si)) is the state transition matrix_

At Vow, ,UA col

Fham

If there are four states, v; = r; + vP;v; can be written out as

vr(s1) ra(51) Pxfr‘>'1|‘v|) Prl(sals1) p= (‘H.|" Px ‘=l|"|) v (1)
Ur(82) _ ra(s2) EP pr(s1]s2) pr(sals2) pxls3lsa) P?'("’l|“’) vr(82)
vx(53) F'n(“vs} J Pr(""]lf"'!i) Pw(-‘='2|-‘i:s} P= ( 1|‘!s) ‘:1|“s) "“W(“‘-"ﬂ)
v (84) re(81) prlsi|s1)  prals2]s1)  pxl(sslss)  pa(salss) Ur(84)
T :V: e 1
—
( r=0 TFI ) ‘
=] =1
For this specific example: 0 0 ([ 0

uﬁ(n,l) © O 0 1 077 velsr)

m(s2) | _ | 1|, |0 0 01 v (52)

w(s3) |~ | 1 "l'o .0 0 1 vr(83)

Uﬂ—(%l) 1 0 0 U (84)

= '," A (P 'T



Why to solve state values?

e Given a policy, finding out the corresponding state values is
called I It is a fundamental problem in RL. It
is the foundation to find better policies.

e It is important to understand how to solve the Bellman equation.
The Bellman equation in matrix-vector form is
Vpr = rr + YPrv;,

e The closed-form solution is:

T-"?T' — (I - fpﬂ-)_
In practice, we still need to use numerical toolg to calculate the matrix
Inverse.
Can we avoid the matrix inverse operation? Ygs, by iterative Y
: |
algorithms. Vie i
Vo —/@ V)
e An iterative solution is: Gy, — Va
e J
L L

Ukt if;_i’fi:% e @;

This algorithm leads to a sequence {1:0 v1, V2, ... }. We can show that

:
‘l'—%(::> —~vP;) k — o
—




Proof.

¢

Examples: Tboundary = Tforhidden = =1 rta:r%et =41, = 0.9&
The following are two\ ‘g policies and the state values. The two
policies are different for the top two states in the forth column.

1 2 3 4 2

53
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6.8




Exampl'ES: Tboundary = Tforbidden = _1: TFtarget = *}‘1, = 0.9
The following are two policies and the state values. The state

values are less than those of the good policies.

== === — — |z -85 EEEERRSEIN 9.0  -10.0

/7 3 o= — i — —= 3 .75 | -83 B8 -2.0 -10.0 ;

B /I.\ 1 0.0 0.0 0.0 -10.0 -100

J o — J —= 2 -80 | =100 04  -05 -100

/17 3 | a— —%T-— o 3 -10.0 | 05 POSs  -0.5 0.0 é—._
o 1 T 1 — 4| 00 | =10 |05 05 -100
o — o —| O 00 OGN 00 00 00

From state value to action value

o« State value : the average return the agent can get starting from
a state

e Action value : the average return the agent can get starting from
a state and taking an action
Why do we care action value? Because we want to know which action
is better. This point will be clearer in the following lectures.
We will frequently use action values.



Definition:
G=(s,a) = E[G4|S; = s, Ay = q
e ¢-(s,a) is a function of the state-action pair (s, a)
e ¢.(s,a) depends on 7
It follows from the properties of conditional expectation that

E[Gi|S; = 5] = > E[Gi|S; = 5, A, = a] w(als)

Ur(S) “ qr(s.a)

Hence,

= Z w(als)g-(s.a)

Recall that the state value is given by

ve(s) = Y 7(als) [Zp(szg a)r + va(s’\s,a)vw(s’)}

A

~
gr(5,a)

By comparing (2) and (3), we have the action-value function as
an(s.a) = _p(rls,a)r +v)_p(sls, a)vn(s)
r s

(2) and (4) are the two sides of the same coin:
e (2) shows how to obtain state values from action values.

e (4) shows how to obtain action values from state values.

(2)

(4)



5+—» 5
r=-1 r=1
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Write out the action values for state s;.

qr(51,a2) = —1 +yvr(s2),
Questions:

. Q‘Ir(slaal): (i'ﬂ"(slzai‘i):‘??r(slzail):QTT(SI:G’-."J) =7 Be careful!

BAXMRIBSFIAIEFa2, (BERMENaction#EALITER

For the other actions:

Highlights:

e Action value is important since we care about which action to
take.

e We can first calculate all the state values and then calculate
the action values.

e We can also directly calculate the action values with or without
models.



Key concepts and results:

State value: v;(s) = E[G;|S; = 5]
Action value: q,(s,a) = E[G{|S; = s, A; = a]
The Bellman equation (elementwise form):

va(s) = D mlals)| D p(rls,a)r +7 D p(sls, a)oa(s) |

(¢}
"

-
q=(s,a)

=" w(als)ax(s,a)

The Bellman equation (matrix-vector form):

W = T oF T

How to solve the Bellman equation: closed-form solution, iterative

solution



