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A grid-world example
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An illustrative example used throughout this course:

e Grid of cells: Accessible/forbidden /target cells, boundary.

e Very easy to understand and useful for illustration

Task:

e Given any starting area, find a “good” way to the target.

e How to define “good”? Avoid forbidden cells, detours, or boundary.

:The status of agent with respect to the environment.
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e For the gird-world example , the location of the agent is the

state

. There are nine possible locations and hence nine states.

81,82,...,89

:For

.move

.move

.move

.move

:The set of all states S = {s;})
each state , there are five possible actions: ai,as9,...,as

upwards
rightwards
downwards

leftwards



e as:.:stay unchanged

ad

:The set of all possible actions of a state.
A(si) = {ai}},

:When taking an action , the agent may move from one
state to another . Such a process is called state transition.

e At state s; , if we choose action a, , then what is the next

state ?

S —r 59

e At state s; , if we choose action a; , then what is the next

state ?

a1
o] — 51

e State transition defines the interaction with the environment.

Forbidden Area: At state , 1f we choose action , then what
is the next state ?

e Casel: the forbidden area is accessible but with penalty . Then,
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o Case2: the forbidden area is inaccessible (e.g., surrounded by a
wall)
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We consider the first case , which is more general and
challenging.

Tabular representation: We can use a table to describe the state
transition:

a; (upwards) | a2 (rightwards) | as; (downwards) | a (leftwards) | as (unchanged)
S 81 S9 54 S 81
Sa 892 83 S5 81 S92
53 83 53 56 52 53
54 51 85 57 84 54
Sr S92 86 S= S84 Sy
. TH s3 a6 1Y) 85 56
8T .Y S8 ST 871 87
SR8 55 S50 S5 L S5
S50 56 59 59 58 59

Can only represent deterministic cases

(Fean, & s KB TEe1, BUREMREEIARRNE, XEMITERREERT)

State transition probability: use probability to describe state
transition

e Intuition : At state s; , if we choose action a, , the next state
is S2

e Math:

p(s2|s1,a2) =1
p(s;|s1,a9) = 0,Vi # 2

Here it is a deterministic case . The state transition could bhe

stochastic (for example , wind gust).

Policy : tell the agent what actions to take at a state.



e Intuitive representation : The arrows demonstrate a policy.

Based on this policy , we get the following paths with different
starting points.

e Mathematical representation : using conditional probability
For example , for state s;:

It is a deterministic policy.

(EENEIH, velNEREE, AREERMEER, B 7 HIT—MIRES™MEET—
actionfyi=R)

There are stochastic policies.

For example:



Prob-0.5

o

Prob=10.5

In this policy |,

Tabular representation of a policy :

for s;:

how to use this table.

a1 (upwards) | a2 (rightwards) | a3 (downwards) | a4 (leftwards ) | as (unchanged)
81 0 0.5 0.5 0 0
8o 0 0 1 0 0
83 0 0 0 1 0
84 0 1 0 0 0
5 0 0 1 0 0
56 0 0 1 0 0
57 0 1 0 0 0
S5 0 1 0 0 0
8o 0 0 0 0 1

Can represent either deterministic or stochastic cases.

Reward: a real number we get after taking an action (It is one of
the most unique concepts of RL)

A positive rewar

A negative rewar
Questions:

What about a zer

Can positive mea

d represents encouragement to take such actions.

d represents punishment to take such actions.

o reward? No punishment.

n punishment? Yes.
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In the grid-world example , the rewards are designed as follows:

o If the agent attempts to get out of the boundary , let rpuns = —1
o If the agent attempts to enter a forbidden cell , let 7fy,pq = —1
o« If the agent reaches the target cell , let rigget = +1

e Otherwise , the agent gets a reward of »r=0

Reward can be interpreted as a human-machine interface , with
which we can guide the agent to behave as what we expect .

For example , with the above designed rewards , the agent will
try to avoid getting out of boundary or stepping into the
forbidden cells.

Tabular representation of reward transition : how to use the table ?

ay (upwards) | az (rightwards) | as (downwards) | a4 (leftwards ) | as (unchanged)
81 el 0 0 Mbound 0
52 Tbound 0 0 0 0
83 Tbound T'bound I'forbid 0 0
84 0 0 Iforbid Pbound 0
85 0 Plorbid 0 0 0
56 0 bound Ttargel 0 forbid
ST 0 0 Fhound Phound Fforbid
S5 0 Ftarget Tbound Tforbid 0
S0 forbid Mbound Fbound 0 Ftarget

Can only represent deterministic cases.

Mathematical description : conditional probability

e Intuition : At state s; , if we choose action a; , the reward is
-1



Math : p(r= —1[s1,a;) =1 and p(r # —1|s;,a;) =0

Remarks:

Here it is a deterministic case . The reward transition could be
stochastic.

For example , if you study hard , you will get reward . But how
much is uncertain.

The reward depends on the state and action , but not the next
state(for example , considersi,ajandsi,as)
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: a state-action-reward chain

a9 13 a3 e s}
81 —— 82 * S5 > 8§ —— 89
r=0 r=0 = =
The of this trajectory is the sum of all the rewards

collected along he trajectory:

return=0+0+0+1

A different policy gives a different trajectory:

f1sg aa ao a9
S >S4 > ST > Su * S0
r=I() r——1 r=I0 r=-+1

The return of this path is:

return=0—-14+0+1=0
Which policy is better?
Intuition : the first is better , because it avoids the forbidden

areas.

Mathematics : the first one is better , since it has a greater
return



e Return could be used to evaluate whether a policy is good or not

A trajectory may be infinite:

L r’f_'{

HI-{ ] ; -
S1 » 52 ? S5 —7 S8 » Sg—> S9 7 S9...

The return is

return=0+0+0+1+14+1+...= 0

The definition is invalid since the return diverges (&80 !
Need to introduce a v€[0,1)

Discounted_return = 0—1—’)/0—1—’)/20 + 731 + 741 + 751+- .o = ’73 (1 + -+ 72+- . ) = 731—7

Roles:1)the sum becomes finite;2)balance the far and near future

rewards

e If v is close to 0 , the value of the discounted return is

dominated by the rewards obtained in the near future.

e If v is close to 1 , the value of the discounted return is

dominated by the rewards obtained in the far future.
(ESiz)

When interacting with the environment following a policy , the agent
may stop at some . The resulting trajectory is called
an episode(or a trial)
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Example: episode



t’?g r:‘-; r:;i {1y
S§1 — 82 7 S5 > S5 > Sg
=1 r=0 =0 r=1

An episode 1s usually assumed to be a finite trajectory. Tasks with
episodes are called episodic tasks.

Some tasks may have no terminal states, meaning the interaction with
the environment will never end. Such tasks are called

In the grid-world example, should we stop after arriving the target?

In fact, we can treat episodic and continuing tasks in a unified
mathematical way by converting episodic tasks to continuing tasks.

e Option 1: Treat the target state as a special absorbing state.
Once the agent reaches an absorbing state, it will never Tleave.
The consequent rewards r =0.

e Option 2: Treat the target state as a normal state with a policy.
The agent can still leave the target state and gain r = +1 when

entering the target state.

We consider option 2 in this course so that we don't need to
distinguish the target state from the others and can treat it as a
normal state.

e Sets:
e State : the set of states S

e Action : the set of actions A(s) is associated for state sc S

« Reward : the set of rewards R(s,a)

e Probability distribution:
e State transition probability : at state s, taking action a

,the probability to transit to state s’ is p(s|s,a)

e Reward probability : at state s , taking action a , the

probability to get reward r is p(r|s,a)



e Policy : at state s , the probability to choose action a is = (als)

e Markov property : memoryless property

p (5t+1|at+17 Sty.--,01, 30) =D (St+1|at+1a St)
p (re+1]at+1, sty ..., a1, 80) = p (re+1]at+, st)
A1l the concepts introduced in this lecture can be put in the

framework in MDP.

The grid world could be abstracted as a more general model, Markov process.
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The circles represent states and the links with arrows represent the state
transition.

Markov decision process becomes Markov process once the policy is given!

By using grid-world examples , we demonstrate the following key
concepts:

State

e Action

o State transition , state transition probability p(s'|s,a)
e Reward , reward probability p(r|s,a)

e Trajectory , episode , return , discounted return

e Markov decision process



